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Let @@ be the instrumental matrix of a Metropolis-Hastings algorithim. Assume we have a finite
state markov Chain with transition probability matrix(t.p.m)P = ((pi;)) -
Then
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For i = j pi = pu™ and for i # j pij < pi;* so ifP* = ((pi;*), then P < P*.
Hence the chain with t.p.m P* is better than that of P .(by Peskun 1973) i.e.the chain with
t.p.m P* is optimal inthe sense of problem 6.46.



